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Abstract

Experimental measurements of the solubility of 4@pure water at pressures above 1 MPa have been assembled
from 25 literature studies and tested for their accuracy against simple thermodynamic criteria. Of the 520 data
compiled, 158 data were discarded. Possible reasons for the observed discrepancies between datasets are discusse
The 362 measurements that satisfy the acceptance criteria have been correlated by a thermodynamic model based o
Henry’s law and on recent high-accuracy equations of state. The assumption that the activity coefficients of aqueous
CO, are equal to unity is found to be valid up to solubilities of approximately 2 mol%. At higher solubilities
the activity coefficients show a systematic trend from values greater than unity at low temperatures, to values
progressively lower than unity at high temperatures. An empirical correction function that describes this trend is
applied to the basic model. The resulting corrected model reproduces the accepted experimental solubilities with
a precision of better than 2% (1 standard deviation) over the eptifex range considered, whereas the data
themselves scatter with a standard deviation of approximately 1.7%. The model is available as a computer code at
<www.geo.unibe.ch/diamord In addition to calculating solubility, the code calculates the full set of partial molar
properties of the C®bearing aqueous phase, including activity coefficients, partial molar volumes and chemical
potentials.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Accurate description of the solubility of GOn pure water is required in various scientific and tech-
nological fields, including the assessment of projects fop @iSposal on the sea floor or in sedimen-
tary formations. Our particular interest lies in geochemical applications, especially in the analysis of
CO,-bearing fluid inclusions in minerals, e[d.2]. For most of these applications, temperatuiigp
to 100°C and pressure®} up to 100 MPa are particularly relevant.
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A huge number of experimental studies have been conducted gns@@bility in pure water. In
1991, Carroll et al]3] and Crovetto4] compiled and thermodynamically correlated the results for
pressures below 1 MPa, and so only measurements from higher-pressure studies are considered here.
our knowledge, the last compilation and correlation of high pressuesGlbilities atl” < 100°C was
conducted in 1956 by Dodds et f3]. Many of the data are tabulated in the 1996 IUPAC Solubility Series
volume[6], though without any discrimination of the conflicting measurements or attempt at correlation.
Numerous experimental studies have been published since then, but important contradictions remair
in the database. Although the publications generally state experimental uncertainties solGiaity
to be on the order of only a few percent, comparison of different studies reveals disagreements of up
to many tens of percent in solubilities measured under the $&meconditions. Evidently there are
unrecognised systematic errors in at least some of the studies, and therefore the data require evaluatio
and interpretation prior to their application. This paper presents such an analysis and a semi-empirical
thermodynamic description of the data.

We first describe the relevant phase relations in the system and then apply criteria to discriminate
the reliable from the unreliable experimental data. A basic thermodynamic modelo$@ility in
pure HO is then presented, founded on the traditional Henry’s law approach of earlier workers. After
evaluating the performance of the basic model we make an empirical correction to arrive at a precise
description of the accepted data.

2. Phase equilibria

Fig. 1lillustrates theP—T region of concern in the present work, with respect to phase equilibria in the
CO,—H,0 system under conditions where water is stable. As will become apparent in the discussion fur-
ther below, knowledge of the phase equilibria is important to interpret the significance of the experimental
data and to define the limits of applicability of the present solubility model.

The equilibrium between Cgxich vapour ¥) or liquid (Lco,) and the CQ@-bearing aqueous so-
lution (Lag) is limited at low temperatures and at elevated pressures by the stability field of solid
CO,-clathrate-hydrate, a non-stoichiometric compound with a nominal formula efflC&H,0 [7—10].
Four-phase equilibria involving the clathrate are univariant in this system, and the corresponding quadru-
ple points inP—T projection are labelled Qand Q (Fig. 1). At pressures and temperatures belowtie@
coexistence of vapour and aqueous solution is limited by the stability field of ice.

The three-phase equilibrium between aqueous solutiogs@0 liquid and vapour (markeda—Lco,—

V in Fig. 1) runs very close to the liquigt vapour curve of pure Cbut at slightly lower pressurg$0].
Attemperatures belowQhe extension of thed¢e—Lco,—V curve is metastable (dashedHiy. 1). For the
purposes of this study, tHe-T locus of the curve has been extrapolated 1€ @y extending the trend in
pressure differences between the unagy,EV and binary lag—Lco,—V curves. At its high temperature
end the ly—Lco,—V curve terminates at the lower critical end-point (LCEP) of the;@®O binary.
Song and Kobayaslifil 1] located the LCEP at 7.39 MPa and 31205 but here we plot the newer values
of 7.411 MPa and 31.4& measured by Wendland et HIO]. The latter temperature is corroborated by
the measurement of Morrisdt2] at 31.424C. Thus, the LCEP is situated at slightly higher pressure
and temperature than the critical point of pure G0.3773 MPa, 30.978ZC [13]).

The upper critical curve of the GOH, O system, above which the two components are mutually soluble
in any proportions, lies well outside th&-T region of this study at higher pressures and temperatures
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Fig. 1. Phase diagram of the G&H,0 system in the pressure—temperature region relevant to this study, with water sta-
ble. LCEP denotes the lower critical end-point of the system. Quadruple peintv@ives equilibrium between #D-ice,
CO,-clathrate-hydrate, C&bearing water and C@vapour (Ice—Cla—L—V). The quadruple point Qmarks equilibrium be-
tween CQ-clathrate-hydrate, C&bearing water, C&liquid and CQ-vapour (Cla—k¢Lco,—V). Phase boundaries for the
pure HO end-member have been omitted for clarity. In the presence of exg€sthi continuation of the Jg—Lco,—V curve

at temperatures below,(Qs metastable (dashed). TReT area covered by the present evaluation of aqueous ©Dbility
(labelledthis study) is shown relative to previous low-pressure compilations by Carroll €lednd Crovettd4]. Loci of phase
boundaries are frorfv—10].

[14-16] This means that aqueous ¢8&blubilities are very low below 10@ and 100 MPa, on the order
of a few mol%.

3. Published experimental data

Twenty-five experimental studies within the region of interest are evaluatedTadaie (), comprising
520 data. Eleven of the publications are included in the 1996 IUPAC compil@jomhe studies eval-
uated here span 120 years of investigation, the oldest work being by Wroblewski if1I8&d the
most recent by Anderson in 20Q28]. In addition to these experimental data, we have also considered
the 38 best-fit Henry’s law constants reported by Carroll ef3land Crovettd4] for low pressures.
These two fits are based on slightly different experimental databases but their results are very similar.
Carroll et al.[3] processed data between 0 and 16@t pressures up to 1 MPa, whereas Crovetto fitted
data between 0 and 8CQ at pressures up to 0.2 MPa. As the database of Carroll et al. overlaps most
with our P-T region of interest, we have adopted their Henry constants to anchor our model at low

pressure.
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Table 1
Published studies of CGolubility in pure water at 0-10@ and 0.1-100 MPa
Reference Piota (MPa) T (°C) Data Method P—T—x accuracy w?
[17] 0.1-3.0 0-12.43 12 Vis., closedV(P, T) Not stated 0
[19° 2.4-16.7 20-60 34 Vis., closedV(P, T) P+ 0.05MPa,T + 0.1°C,x+ 0.001 0
[23] 0.1-5.3 0-15 18 Open, ag-extrago, (0.1,  Not stated 0
Tlab)
[21] 0.5-3.0 20-30 10 Closed, ag-extract, P 4+ 0.01 MPa,T andx not stated 0
Vco,(0.1, Tiap), ag-W
[32] 1.1-94 0-100 80 Closed, ag-extract, Irreproducibility at 100C andP > 6 MPa,T 0.5
Vco,(0.1, Tiap) andx not stated
[35,36F 2.5-71 12-100 71 Closed, ag-extract, No P information,T £ 0.03°C, x + 0.5% 1
Veo,(0.1, Tiab)
[37] 0.1-2.0 10-30 15 Closed, ag-extract, P + 0.01 MPa, NdT or x information 1
Vco,(0.1, Tian), ag-W
[20] 25-7.6 20-35 20 Closed, ag-extract, GC P calculated fronil of bp of water,T £+ 2.1°C 0
[38] 1.0-3.9 30-80 13 Open, ag-extract, gas-W Averages of 2—4 Bunsen coeffiaigtst{ 1
2%
[24] 1.0-4.6 0-25 12 Closed, ag-extract, gas-W P + 0.03%,T + 0.06°C 0
[33] 4.96 25-75 11 Open, ag-extract, gas-W P £ 0.3%,T £+ 0.1°C,x+ 0.5% 0.5
[34] 4.96 25-100 7 Open, ag-extract, gas-W P £ 0.3%,T + 0.1°C,x + 0.5% 0.5
[28]P 10-80 50-100 9 0.33
[39] 0.5-4.6 50-100 9 Closed\V(P, T) P + 0.03%,T + 0.005°C 1
[26] 0.8 33 1 0
[22] 0.7-20 16-93 16 Open, ag-extralgo, (0.1, P +0.3%,T+0.1°C,x+ 1% 0.33
Tlab)
[29]¢ 1.0-16 10-70 23 0.33
[40] 0.3-2.3 100 7 Closedy\V(P, T), EoSyby P+ 1-2%,T+0.1°C,x+ 0.2-1.1% 1
on-line GC
[31¢ 0.05-1.0 0-100 2k 10
[4]¢ <0.2 0-80 1Ky 0
[41] 6.1-24.3 15-25 27 Open, separate phase P, T not statedx + 0.3% 1
recirculation;xco, by
“weighing”
[27] 6.4-29.5 5-20 24 Closed, ViaV(P, T), EOS P+ 0.01MPaT + 0.2°C, x + 1.55% 0
[31)f 2-8 25 9 Closed, vis., ag-extract, P + 0.06 MPa,T &+ 0.05°C,x £ 7.7% 0.33
Veo,(0.1, Tiab)
[42] 4-14 50-80 29 Open, vis., ag-extract, cold P + 1.4%,T + 0.1°C,x £ 1.4-2.75% 1
traps,Vco,(0.1, Tiap),
ag-mass(0.1T)
[25] 2.0-4.2 3.9-10 9 Closed, vis., ag-extract via P + 0.08%,T + 0.01°C x + 3-5% 0
25 nm filter; pag, Vco,(0.1,
Tiab)
[18] 0.1-2.2 1-15 54 Close®(Viotal, T), E0S P+ <0.6%,T+0.1°C,x+ 1% 1

Closed, open: closed or open system autoclave; vis.: phases visible in autadlgieT): change in volume of phases measured at fRedd
T, ag-extract: aqueous phase extracted for degasgirg(0.1, Tiap): volume of exsolved C@measured at 0.1 MPa and laboratory temperature;
ag-W, vap-W: aqueous or vapour phase analysed by wet-chemical method; GC: gas chromatography; EoS: solubility values depend on ar
equation of statepaq: density of degassed aqueous phase measB(¥gia, T): P measured at known total volume afd
aRelative weight used in model fitting.
b Original publication not found, data froff].
¢ Details of method if50].
d Original publication not found, data frof0].
€ Non-experimental.
f Solubilities provided by Kim Yangsoo (personal communication, 2002).
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Allthe published solubility measurements were reduced to a common concentration basis of amount-of-
substance fraction, i.e. “mole fraction”. Schafli} provides conversion factors for the variety of concen-
tration and volumetric units used in the original literature. Experimental pressures are reported in some
publications as partial pressures of £§as (Pco,). These values were recalculated here in terms of total
pressuresRiqta)) by adding the pressure of saturated water vapour at the relevant temperature. Several
publications do not state explicitly whether their pressures repré&senor Piotq. IN these cases we have
deduced the meaning of “pressure” from the context of the described experimental methods. All the data
are listed in their converted form in a text file available on the web-<sitevw.geo.unibe.ch/diamord

3.1. Criteriato discriminate experimental data

In the following we attempt to discriminate the reliable from the unreliable experimental data by
assigning relative confidence factors, or weights (0, 0.33, 0.5 and 1.0, where 0 denotes rejection and 1.0
denotes high reliability). Four criteria of reliability were employed collectively for each published set of
data; the first three are based on simple theoretical considerations, and the last one is based on practica
expediency.

(1) In as much as the physicochemical properties of water and of carbon dioxide do not display discon-
tinuities or oscillations in th&-T region of interest, any reliable set of experimentally determined
CO, solubilities that spans a range of g@ressures at fixed temperature should show a simple trend
as a function of pressure.

(2) Regardless of the molecular interactions between @@l HO in solution (the exact nature of
which are poorly known), the unsymmetric activity coefficient of dissolved ©@o,aq) must
approach unity as C£Osolubility approaches zero. This criterion needs to be applied with caution
in practice, because experimental uncertainties inherently increase as the solubility approaches zero.
Nevertheless, at low finite solubilities, we expectreliable measurements to show only slight deviations
of the activity coefficient of CQ,q from 1.0, and at higher solubilities any deviation should be
gradual and systematic. We assumed the extent of deviation to be proportional to the difference
between the experimental solubility values (expressed in terms of the Henry constant, see below) and
the corresponding values given by Carroll ef3].and Crovettd4].

(3) Confidence factors are reduced where stated experimental errors are large or where methodological
problems are recognisable.

(4) After having applied the above criteria a good number of mutually conflicting studies still remained.
We therefore used the simple principle of consensus (degree of mutual agreement) for discrimination,
even though it provides no guarantee of accuracy. Thus, outliers from the general trends were rejected
if the discrepancy was large, or assigned a low confidence factor if the discrepancy was relatively
small. We note that the degree of consensus wasrihecriterion applied by Carroll et a[3] and
Crovetto[4] in evaluating the quality of the data they correlated.

To facilitate discussion of our assignment of confidence lefdds 2compares the 25 datasetable 9
as a function of C@solubility, divided into convenient temperature intervals. Rejected data (factor zero)
are shown in grey symbols and the accepted data are shown in black symbols. The accepted data are
not differentiated graphically with respect to confidence levels. The ordingtggin2 represents the
relative deviations of the experimental data from the thermodynamic models. As mentioned above, we
initially took the CQ solubilities predicted by the low-pressure models of Carroll §8aland Crovetto
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Fig. 2. Experimentally measured solubility of g&3 (see symbols iffable J for selected temperature intervals, plotted against
the relative deviationr{,) of the model predictions. Solid curves: predictions of corrected magigl(L1). Dashed curves:
predictions of basic modeE(. (6) for median temperature of respective interval. Grey symbols denote experimental points
rejected from model fitting (see text for explanation); black symbols denote accepted data.
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Table 2

Symbols and model fitting weights of experimental data showign2

Symbol Weight Reference
4 0 [17]
q 0 [19]
N 0 [23]
X 0 [21]
* 0.5 [32]
| 1 [35,36]
© 1 [37]
o 0 [20]
+ 1 [38]
N 0 [24]
A 0.5 [33]
A 0.5 [34]
H 0.33 [28]
2 1 [39]
x 0 [26]
> 0 [22]
A 0.33 [29]
© 1 [40]
10 1 [41]
v 0 [27]
\4 0.33 [31]
Py 1 [42]
m 0 [25]
n] 1 [18]

[4] as the baseline for comparison. However, to avoid repedigg? further on in this paper, we have
plotted our final model results iRig. 2 instead of the models of Carroll et al. and of Crovetto. Thus,
the dashed curves, with intercepts at zero error, represent a fit to the weighted data with the constraint
that yco,aq = 1.0 over the entire solubility range (curves are shown for the averages of the respective
temperature intervals). The solid curves, which also show intercepts of zero error, represent a refined or
“corrected” version of the basic model (described in detail below). The corrected model also observes
the behaviour of/co,iag — 1.0 asxco,ag — 0, and therefore the dashed and solid curves coincide at
low solubilities.

At this stage of the evaluation of raw experimental data, the dashed and solid cuRigs Zrserve
simply as convenient baselines for comparing the datasets against the discrimination criteria listed above
(e.g. the data must approach zero error on the ordinafégof asxco,ag — 0). The precision of the
models will be discussed in a following section.

3.2. Sudieswith factor zero
Examination ofFig. 2 shows that the data of Sandé&®] and of Vilcu and Gainaf20] do not follow

the expected trend gfco,.ag — 1.0 as concentration approaches zero. Furthermore, they display, by
far, the greatest discrepancies with respect to the other studies (the deviations of 19 of the 33 data of
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Sander lie off the scale &¢fig. 2). The data of Kritschewsky et §R1] and Gillespie and Wilso[22] are
of relatively low precision and they deviate systematically from the majority of other studies. All four
studies are therefore omitted from the fitting procedure.

Fig. 2 shows that, at temperatures below°@) the earliest measurements of Wroblew{dki] are
corroborated by the subsequent studies of Hal23}) Stewart and MunjgR4] and Servio and Englezos
[25], though the latter studies are rather imprecise. Despite this corroboration, all the data imply very
strong changes in the activity coefficient of g£g with increasing concentration. No other datasets
contradict this trend & < 10°C, but nevertheless we suspect that all the data are affected by systematic
errors related to the appearance of &athrate-hydrateHig. 1, seeSection 6for details). We have
therefore rated all four cited studies with a factor of zero.

Cramer[26] reports only one datum within ol?-T region of concern, and this deviates perceptibly
from the assumption ofco,aq — 1.0 at low solubility. Without further data to characterise a set we
have given this point zero weight.

The carefully conducted study by Teng et[@l7] claims to have measured the solubility of £i@
liquid-water in equilibrium with C@-clathrate-hydrate and G&iquid, over arange of pressures at fixed
temperatures. This apparently divariant phase assemblage violates the Gibbs phase rElg.(&f, and
so we have excluded the data fbr< 10°C from the final fitting (i.e. factor zero). The remainder of the
Teng et al[27] data overlap with the results of other studies at high pressure, but like the low-temperature
data, they show an unusually sharp negative trerfeign2, leading us to assign a confidence factor of
zero for these data too.

3.3. Sudieswith factor 0.33

Fig. 2displays data froni28] and[29], as cited in the IUPAC compilatioi$] and in the handbook by
Namiot[30], respectively. Our attempts to obtain the original publications failed and therefore, although
the measurements appear fairly consistent with the other criteria, the lack of complete documentation
caused us to treat the data with low confidence.

The solubilities reported by Yang et 4B1] for 25°C deviate noticeably from those of most other
studies, and the precision of the measurements is relatively low. Factor 0.33 thus seems appropriate fo
this study.

3.4. Sudieswith factor 0.5

Zel'vinskii (also spelled Zelvinskii, Zelvenskii or Zelvenski in the non-Russian literaf@&3 provides
the largest number of measurements of all the studies evaluated here, and the experiments cover the enti
temperature range of interest. For the runs «€ ,0Zel’vinskii deduced that clathrate must have been
present at pressures above 1 MPa. These, and the lower-pressure d&addviate strongly from the
assumption ofco,ag = 1.0 and therefore we omitted all the G values from our fitting. Above 5C the
measurements of Zel'vinskii do not convergeyen,aq = 1.0 atlow CQ concentrations, and in general
the internal reproducibility of the data is poorer than more recent studies. Nevertheless, the solubility
values at intermediate temperatures (25*@0agree with the majority of other studies remarkably well;
and hence, we assigned all the values aboy@ @ factor of 0.5.

Solubility measurements by Malinin and Savelyg@] and Malinin and Kurovskayg4] show fairly
good reproducibility but they deviate from most other data. Malinin and co-workers admit that their
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solubilities in pure HO may not be very accurate, because their experimental apparatus was designed
principally to measure thdifferencein CO, solubility between pure 0 and aqueous salt solutions. We
therefore assigned a factor of 0.5 to these two studies.

3.5. Sudieswith factor 1.0

Nine studies remain (i.¢18,35—-42], which appear to satisfy all the discrimination criteria, and which
agree fairly well with each other. In detail there are indeed discrepancies between these datasets, but
we found no justification or means to differentiate them further. All were therefore assigned the highest
confidence factor of 1.0.

3.6. P—T coverage of accepted experimental data

The distribution of the accepted experimental dat®@+T space is shown ifrig. 3. It can be seen
that coverage is dense at low pressures and over the entire temperature range of interest, but coverage i
extremely sparse above 50 MPa. Only one ddfhhas been retained within the clathrate stability field
(to the left of the clathrate dissociation curve labelled Cla—Lco, in Fig. 3g seeSection &or details).

4. Basic model of aqueous CO, solubility

Having eliminated much of the scatter in the experimental database by rejecting several studies, we
now present a thermodynamic model to describe the 362 accepted data. The solubilityiof@@er is
modelled according to the following reaction equilibrium:

COZ(vau liq) = COZ(aq), (1)

where CQuapliq) Stands for carbon dioxide in the G@ich vapour or liquid phase, and G@, denotes all
aqueous species of Gumped together. The influence of products of &®drolysis (HCQ~, CO:>")
on aqueous C@solubility is negligible in theéP—T region of interesf43].

As traditionally approached by many other workers (Bgt,40,41), the solubility implied by reaction
(1) can be expressed in terms of the Henry’s law constant as follows:

fgoz(P,T))’Vy @)

ORI = i p i veonen
wherexco,ag andy are the mole fractions of COn the aqueous and non-aqueous phases, respectively,
Kucp.my (in MPa) is the Henry constant of GGn pure water on a mole fraction basis at speciffed
conditions,ngZ(P’T) is the fugacity (in MPa) of pure CQat specifiedP-T conditions,yco,(aq iS the
unsymmetric (Henry's law) activity coefficient of aqueous C8uch thatco,ag — 1 asxco,ag — 0,
andy, is the symmetric (Raoult’s law) activity coefficient of G@ the non-aqueous phase, such that
vy — lasy — 1. Note that, aky includes the pressure-dependence, no Poynting correction is required.
Solubilities are calculated frofaq. (2)using the following methods and assumptions:

1. yco,ag andy, are assumed equal to unity.
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2. fgoz(P’T) for the CQ-rich vapour and for the Cgrich liquid are calculated from the equation of state
of Span and Wagnég#t 3], which is accurate to within 0.05% over tReT range of interest, including
the near-critical region of CO

3. yis estimated from two approximations; at low pressures the vapour is assumed to be an ideal solution
of non-ideal gases, according to the Lewis—Randall rule:

y — l _ P;atersat’ (3)
total

wherePyatersatiS the pressure of liquid—vapour equilibrium of purgQH(in MPa) andPyyy is the

total pressure (in MPa), all at specified temperature. At high pressuiegstimated roughly from

experimental datpd1,44]fitted to the following empirical equation:
y =1—(0.1256 — 0.0212 x 10~ — P(0.065 + 1.121) x 10~ (4)

wheret is temperature iARC andP is pressure in MPa.

The switch-over between use Bfjs. (3) and (4)s taken to be their points of intersection. The
relative error in CQ solubility calculated frontgs. (3) and (43lue to the uncertainty inis estimated
to be less than 0.2%. Owing to their approximate natiggs. (3) and (4are not recommended for
use outside the context aieT limits of the present study.

4. ky is calculated from the virial-like equation of state of Akinfiev and Diamp#]:

RT 1000\°°
Intky) = A —&)In fQo+&1In (M—p320> +2000 |:a +b (T) } , (5)

Wheref,‘j20 is the fugacity (in MPa) an)d,‘_"zo is the density (in g cm®) of pure water calculated using the

equation of state of Hi[l46] at specified® andT, R(8.31441 crAMPa K~ mol~?) is the gas constant,

Tis temperature (in K)M,, is the molar mass of $0 (18.0153 g mott), and¢ (dimensionlessk (in

cm®g~1) andb (in cm?® K95 g1) are empirical fit parameters. In the present casehich is a scaling

factor for the volume of the dissolved molecules, is held constan®#88 to keep the standard partial

molar volume of aqueous GQlose to the experimentally observed value (32.8 oral* at 25°C,

0.1 MPaJ47]). Values of thea andb parameters for C&-H,O mixtures were derived by Akinfiev and

Diamond[45] from experimentally determined Henry constants spanning a very wide temperature

range. Here, to improve accuracy for the narrower range between 0 ah@ litb@a andb parameters

were fitted statistically to our experimental database as follows:

4.1. The 21 values of Henry constants listed nriervals by Carroll et al.3] for the range 0—100C
at 0.1 MPa were used to anchor our fit at the low-pressure limit of our study. Each of the 21 values
was assigned a statistical weight of 10.

4.2. Henry constants were calculated fr&mg. (2) for all the experimental data on GQolubility
that we have evaluated above, assuming,ag = 1 andy, = 1. Each datum was assigned a
statistical weight equal to its confidence factor (0, 0.33, 0.5 orThbBle J).

4.3. Theaandb parameters of the equation of state were then fitted only to the set of Henry constants
pertaining to measured solubilitiessthan 2 mol% CQy,q . This restriction was adopted to avoid
inducing errors ira andb from high-solubility data, which seem to require deviationg&, aq
from our assumed value of 1 (see discussion below). In other words, all the experimental data
for solubilities above 2 mol% C£ were ignored at this stage, regardless of their confidence
factors.
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4.4. Fitting was performed by the conventional weighted least-squares method, resulting in:
a=-93134cntg?, b = 115477 cniK%® g1,

For comparison, the earlier values given by Akinfiev and Diandhdifor a wider temperature
range arer = —8.8321 andh = 11.2684. Using the new valuekg. (2)yields ky values for

0.1 MPa that deviate from those of Carroll et[8]. by only 0.76% (1 standard deviation). Carroll

et al.[3] did not estimate the standard deviation of the raw experimental data they evaluated, but
Crovetto[4] quotes values above 1.1% for a similar database at 0.1 MPa. The above fitting of
thea andb parameters thus reproduces the values in the Carroll et al. study within the level of
experimental certainty.

4.1. Precision of the basic model

The relative error in C@solubility associated with our basic modé&lq. (2) is defined as:

Xmodel — Xexper
ro = —oce et (6)

Xexper

where Xmodel aNd Xexper are the predictedHg. (2) and experimental COsolubilities for a specific
datum, respectively. The weighted standard deviation of the relative solubility estois calculated
from:

_ > wirg °
7= (1) 0

wherew; is the weight assigned to datumSolution ofEq. (7) shows that the basic model fits all the
accepted experimental data (i.e. those with non-zero confidence factors) with a standard deviation of
2.4% [Fig. 4).

The standard deviation of the basic model increases noticeably when only the experimental data for
high CO, solubilities are entered intRq. (7) Fig. 4 shows that = 3.1% when only the data with
Xco,ag > 0.025 are considered, ard= 2.7% when only data withrco,aq > 0.020 are considered.
Inclusion of more data at lower solubilities changemsignificantly. This suggests that the basic model
is a good fit in the low-solubility regionxco,aq < 0.020), but that it is only moderately good at high
solubilities. The same behaviour is visiblekig. 2, where the dashed curves show the deviation of the
basic model from the depicted data. The basic model tends to overestimate the experimental solubilities
in the high-pressure, low-temperature region, and it tends to underestimate the experimental values in the
high-pressure, high-temperature region.

5. Corrected model of aqueous CO; solubility

In order to improve the performance of the model at higher solubilities, an empirical correction has been
made to the values calculated frdtg. (2) The solubility errors relative to the basic model were fitted by
weighted non-linear regression as a function of,@0ncentration and temperature. Care was taken to
anchor the origin of the fit to zero error at zero £49 solubility. In order to find the best mathematical
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Weighted number of data
286.0 239.9 187.2 139.9 974 55.3 11.3
4.0 1 I 1 I 1 l . L 1 I 1 I
@ Basic model A Correction by Eq. 8 with n=2

O Corrected model (Eq. 10) 'V Correction by Eq. 8 with n=3

Standard deviation, 6 / %

20.0 20.5 21.0 215 =220 225 230
Solublllty, XCOQ(aq)/ mol %

Fig. 4. Precision of various model fits to the accepted experimental data pedlility. Precision is expressed as the standard
deviation ¢) of the weighted relative error&(. (7). The lowerx-axis shows the cumulative subsets of experimental data used
to calculates. The uppenx-axis shows the weighted number of data in the respective subsets. Thus, poin8Qitdisplay

the precision with which the models fit the 11.3 weighted data with<8xco,@ag < 3.52 mol%; points at £2.5” data display

the precision with which the model fits the 55.3 weighted data wlBh<2xco,aq < 3.52, and so on. Points at0.0” denote

the entire dataset, i.e.® < xco,aqg < 3.52 (286 weighted data). The fit of the basic mod®) (s appreciably improved

by applying corrections of the type given kyg. (8) especially at high solubilities (open symbols). The preferred correction
(Eq. (10) O) reducesr for the entire dataset to just under 2%. See text for further explanation.

description, the form of the three-dimensional surface, representing the relative errors, was varied from
simple to complex polynomial expressions of the type:

n n
r¥ = ZZaijt’xéodep (8)

i=0 j=0

wherea;; denotes the polynomial coefficientss temperature iAC, Xmoderis the CQ solubility in mol%
calculated by the basic model, amd= 2 or 3.

Therelative errors, or residuals (in mol% @Cralculated from the best-fitexpressions, such as (8), were
then added to the solubilities calculated by the basic mé&dtel(@). The resulting “corrected” predictions
are compared in terms of values inFig. 4. All of the corrections yield significant improvements to the
basic model. Thus, the standard deviation for data wiif,ag > 0.025 drops from 3.1 to around
1.6-1.7%, depending on the complexity of the chosen polynomial. When all the accepted experimental
data are considereddp,aq > 0), the overall standard deviation drops from 2.4 to 1.77-1.95%. The
higher-order polynomials bring the best performance (1.77%), and indeed values around 1.7% represent
the limit of scatter in the original experimental data. Unfortunately, the higher-order polynomials do not
behave suitably when extrapolated outside the fit region (e.§. at 100°C) and therefore we have
chosen to employ one of the simplest of the polynomial descriptions tested (open ciflgsAnwhich
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is linear in temperature and which yields an overall deviation of just under 2%:

r* =3.63579x 10°° — 4.477820x 107° + 1.18833x 10 *tXmodel+ 5.41469x 107>t 4o
+7.31010x 10 3xmodel — 7.49356x 10 3x2 (9)

modeb

wherer* is the best fit to the residual error of the basic motsltemperature iAiC between 0 and 10,
and Xmodel IS the CQ solubility in mol% (0 < xmogel < 4) calculated by the basic model at specified
temperaturekq. (2). Thus, the corrected CGolubility X.or. is given by the following equation:

Xcorr, = Xmodel(1 + r*)- (10)
The corrected C@solubilities are denoted by the solid “zero error” reference linésdn2 The relative
error depicted ifFig. 2 reorr, is Now defined as:

Teorr. = M =ro(1+ r*)- (11)

Xexper

We note that the correction functiori,, can be used to derive the Henry’s law activity coefficient of
aqueous C@on a mole-fraction scale,y. Thus, rearrangingg. (10)

Xmodel

Y = =1+ (12)

Xcorr.
This activity coefficient can in turn be converted to the Henry’s law molal concentration scale, as detailed
in Appendix A (Eq. (A.5)), yielding a convenient expression for the temperature- and concentration-
dependence of the molal-scale activity coefficidtd.((A.6)).
To facilitate application of the corrected model, polynomial functions are providégppendix B
(Egs. (B.1)—(B.4) to describe C@solubilities along the stability curves of clathrate and ice and along
the Lag—Lco,—V element (cfFig. 7).

6. Discussion
6.1. Accuracy of experimental data

Henry’s law has a long history of success in application to dissolved gas species at very low concentra-
tions. There is therefore little doubt that the datasets which scatter wilBlgit2, or for which the activity
coefficients,yco,ag, do not approach unity at low solubilities, should indeed have been rejected from
our fitting procedure. Even at higher solubilitiag,ag > 0.01), as long as the experimental data obey
the assumption thato,aq = 1.0, there seems to be no need to question their accuracy. We are therefore
confident that our rejection of the conflicting datasetsqa},aq > 0.01 and atl’" > 10°C (Fig. 2) is
valid. More open to discussion is our rejection of measurementsctgrag > 0.0175 at temperatures
below 10°C. Here we have rejecteadl the available studies (i.§17,19,20,23—-25] because they do not
follow the extrapolation of the trend ifco,aq Observed ahigher temperatures. The discarded studies
are disconcertingly reproducible and they span 120 years of developments in experimental methods, i.e
they show qualities which conventionally would suffice to confirm experimental accuracy. However, we
argue that all the published data fafo,ag > 0.0175 atT" < 10°C are affected by serious systematic
errors, which are more or less reproducible.
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Insearching for explanations for these gross disagreements, we reviewed the methods of the 25 evaluatec
studies (summarized chronologically Table 1. The most discrepant study of all is that by Vilcu and
Gainar[20]. Presumably their errors arise from their estimates of pressure, which are not based on direct
measurements but are calculated from the effect of their experimentally induced pressure on the boiling
point of pure water. Zel'vinski[32] also apparently had problems with pressure determinations (see
discussion iff36]). Apart from these cases it does not seem possible to assess retrospectively the possible
errors in pressure, temperature or£Dalysis in the various publications. The broad agreement between
the data forxco, > 0.0175 atT < 10°C in fact suggests that these measurable quantities were not the
source of the systematic errors.

It is notable that most of the aberrant measurements at 10°C were made within or close to the
stability region of CQ-clathrate-hydrateig. 1; see also boundaries marked on low-temperature plots in
Fig. 2. Whereas some experimental apparatuses were specifically designed to view the clathrate directly
(e.g.[25]), other set-ups precluded its detection (¢28]) or only allowed for indirect and uncertain
deduction of its presence (e[82]) (Table 3. In the latter cases there is a possibility that solid clathrate
was inadvertently entrained in the aqueous solution separated for analysis. However, this alone cannot
explain the low CQvalues of the rejected studies, because the clathrate molecule, with a nominal formula
of CO,-5.75H,0, has a higher C&H,O0 ratio than the coexisting aqueous solution. Several studies have
in fact shown that the solubility of COn water in divariant equilibrium with clathrate is much lower than
in water in the absence of clathrdf5,31,48,49] Unwitting analysis of this depleted aqueous solution
could perhaps explain the anomalously low solubilities of the rejected studies. On the other hand, low
solubilities are also reported in some of the rejected studieslatonditions outside the clathrate stability
field (T > 10°CinFig. 2). Thus, although problems related to the presence of clathrate in the experiments
probably contribute to the discrepancies, other factors must be involved too.

A second experimental issue arising from the examination of experimental methods is that of reaction
kinetics. Relevant information was found in only 13 of the reviewed studiasl¢ 3. Comparison of
the reaction times allowed prior to water sampling shows no obvious pattern; the rejected studies re-
port equilibration times between &3] and 24 h[25,27], while the accepted studies allowed between
30 min (dynamic recirculation method of King et f1]) to 48 h[33,35,36) for equilibration. Nearly
all the studies report using some form of agitation of the reactants in the experimental vessels. Most of
the experiments were designed to approach equilibrium by allowing t6@diffuse into water which
was under-saturated with respect to 0able 3. Among these studies are all those that were rejected
according to the above criteria, but three studies that were assigned a confidence factor of 1.0 are also
included. Two studie§l8,37], both rated with a confidence factor of 1.0, approached equilibrium via
exsolution of CQ from the over-saturated state. Finally, only three groups reported to have reversed all
their experiments (i.e. approached equilibrium from over-saturated and under-saturated states): Wrob-
lewski[17], whose study was rejected (this study probably suffered from influence of clathrate as well),
Malinin and co-worker$33,34], whose studies were not designed specifically to measure accurate solu-
bilities in the CQ-H,0 binary system, and Wiebe and Gadd$,36], as described if50]. Malinin and
Savelyevd33] emphasize that initially under-saturated water becomes saturated iorBQrery slowly,
especially at low temperatures and with large volumes of water, and this view is underscored by the huge
experimental effort expended by Wiebe and Gaf#y36]and by King et al[41] to achieve equilibrium
at low temperatures and high pressures. A definitive judgement on the role of kinetics is not possible at
this stage, as so many of the evaluated publications contain no mention of these issues. Nevertheless
kinetics appear to be of fundamental importance for solubility measurements at low temperatures and
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Experimental details relevant to GEH,O equilibration

Reference Approach to equilibrium Agitation Equilibration CO,-hydrate-clathrate
time
[17] Reversed from high and loWco, Shaking Not stated Observed at@atP > 3 MPa
[19]7
[23] From highPco,; CO, dissolution Shaking 6h Undetectable by apparatus
into under-saturated water
[21] From highPco,; CO, dissolution Bubbling CQ “Hours” InapplicableP-T conditions
into under-saturated water gas
[32] Isothermal increase dfco,; CO, Bubbling CQ Not stated Undetectable by apparatus;
dissolution into under-saturated gas presence at@C, P > 1 MPa
water deduced indirectly; all data for
0°C (rejected in this study)
apparently in presence of
clathrate
[35,36] Reversed from high and loWco, Bubbling CQ “Several Undetectable by apparatus;
gas hours to presence at 1CC, P > 5 MPa
days” and 12C, P > 30 MPa deduced
indirectly; presence at other
P—T conditions not excluded
[37] From low Pco,; CO, exsolution Shaking and Not stated InapplicablE-T conditions
from over-saturated water stirring
[20] Not stated Stirring Not stated InapplicalieT conditions
[38] ConstantPc, maintained by Rocking Open for 1h; InapplicableP—T conditions
pumping against dissolution of closed for 1 h
CO, into under-saturated water
[24] From low Pco,; CO, dissolution Rocking 4h Undetectable by apparatus;
into under-saturated water; clathrate stability field aP >
checked from highPcg, in a few 5 MPa deliberately avoided
runs
[33] Reversed from high and loWco, Bubbling CQ 48hat25and InapplicableP—T conditions
gas 50°C; 24 h at
75°C
[34] Reversed from high and loWco, Bubbling CQ 48hat25and InapplicableP—T conditions
gas 50°C; 24 h at
75°C
[28]2 Rocking
[39] Not stated Not stated Not stated
[22] Not stated Rocking Not stated InapplicaBteT conditions
[29]° InapplicableP—T conditions
[40] FixedV andT; Py measured Stirring 12h Inapplicabl®-T conditions
after CQ dissolution into
under-saturated water
[41] ConstantPco, maintained by Stirring then 20-30min InapplicableP-T conditions
pumping against dissolution of bubbling CQ for final
CGO, into under-saturated water gas recirculation
[27] Diffusion of liquid CG; through Deliberate 24h Observed optically 8t= 10°C

clathrate layer into
under-saturated water

fluctuation of
PCOZ
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Table 3 Continued)

Reference Approach to equilibrium Agitation Equilibration CO,-hydrate-clathrate
time
[31] Mechanical mixing: dissolution of  Stirring and 8h Observed optically
CGO; into under-saturated water water
circulation
[42] Mechanical mixing: dissolution of  Throttling of Not stated InapplicablB-T conditions
CG; into under-saturated water phases through
tortuous path
[25] From low Pco,; CO, dissolution Stirring 24h Observed optically; filtered
into under-saturated water from sampled aqueous phase
prior to analysis
[18] Initial isochoric cooling (CQ Gas-entraining  1-2h Undetectable by apparatus;
dissolution into under-saturated stirrer clathrate stability field
water); then isochoric heating deliberately avoided

(CO; exsolution from

over-saturated water)
aQriginal publication not found; information frof].
b Original publication not found; information frofi30].

high pressures. Further time-resolved experiments irPthieregion close to clathrate stability seem
necessary to resolve these questions.

Finally, we note that our evaluation of accuracy of the studies at elevated pressures leads to conclusions
that are similar to those of Carroll et {8] and Crovettd4] for low-pressure experiments. FBr< 1 MPa,
Carroll et al.[3] also found that the studies of Hahf§28] and Gillespie and Wilsof22] agreed poorly,
and that those of WroblewsKL7], Zel'vinskii [32] and Stewart and Munj§24] agreed only moderately
well, with the great majority of the 80 studies they reviewed. Similarly, the data of Bartholomé and
Friz [37], Matous et al[38], Mdller et al.[40] and Zawisza and Malesinska9] all showed excellent
agreement with the majority of compiled data.

6.2. Accuracy of the CO, solubility models

As stated above, our basic modelky (2) assumes that the activity coefficient of &£3, yco,aqg,
is equal to unity over the entire solubility range under discussion. This assumption works well at all
temperatures up to GGolubilities of approximately 2 mol% (the predictions of the basic and corrected
models are indistinguishable at < 0.02, Fig. 2). Our corrected model empirically accounts for the
deviation of the accepted solubility data from this assumptionx@f > 0.02 the corrected model
(continuous lines ifrig. 2) implies, viaEq. (2) thatyco,(ag iS greater than 1.0 attemperatures below about
50°C, with the deviations increasing steadily with decreasing temperature. At temperatures progressively
higher than 50C, the implied values ofco,aq become progressively smaller than 1.0. The experimental
data thus define a consistent, monotonic trengti)ag throughout the temperature interval considered,
as described bigq. (9) We offer no explanation as to wipto,aq should increase progressively above 1.0
atlow temperatures and high pressures, and we emphasize that the corrected modelis only an extrapolatior
for xco, > 0.0175 atT < 10°C, and is therefore to be treated with caution. Moreover, the fit of the
corrected model af < 50°C and at elevated pressures is determined largely by the studies of Wiebe
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and Gaddy[35,36] and of King et al.[41]. One could therefore question whether this implied trend
iN yco,@ag represents a real property of the aqueous solutions, or whether the corrected model simply
over-fits experimental data that have a relatively high uncertainty. On the other hand, the deviations do
not come as a surprise, as any model based on Henry’s law is doomed to fail at some point as solubilities
increase. Assuming that the accepted high-pressure experimental data are accurate, the point at which tt
Henryan model fails in the present case is approximately 2 mol%.g0

Figs. 5-7andEq. (B.1) (Appendix B define the model COsolubility along the kgLco,—V co-
existence curve. Although the accepted experimental data constrain the solubilities along this curve,
it should be noted that none of the 362 accepted data were actually measured in the presence of thi
three-phase assemblage. In fact, the experimental data alone do not even define the sharp kinks in th
solubility curves shown along thexdLco,—V curve inFigs. 5-7 However, there is good reason to
accept that such kinks do indeed exist, dictatedBdg (1) by the kinks indfco,/dP anddfco,/dT
along the liquic4- vapour curve of pure COFurther experimental work along thed=Lco,—V curve is
desirable.

6.3. CO, solubility in the clathrate stability field

Fig. 5shows isopleths of C&solubility in water calculated by the corrected modgdj( (10), plotted
with respect to other phase equilibria in the system. Regardless of the accuracy of the calculated isopleths
their equilibrium significance within the clathrate stability field needs careful consideration. As readily
demonstrated by the Gibbs phase rule, the univariant bounding curve of clathrate stability (including
Q) defines the only?—T conditions under which Cg&rich fluids (vapour or liquid) can coexist at stable
equilibrium with water and with clathrate. ConsequenthyP-at conditions within the divariant stability
field of clathrate, the solubility of aqueous €@ no longer controlled byco, in the CG-vapour or
CO,-liquid. However, the dashed solubility curves showirigs. 5—7are constructed on the assumption
that this fugacity control does in fact obtaleq(. (1). The dashed curves consequently represetastable
equilibria that define aqueous G®olubility under conditions of clathrate supersaturation (i.e. in the
metastable absence of clathrate). Only one of the accepted experimental data (measut&daaidl 2
30.4 MPa by Wiebe and Gad{§5]) corresponds to such metastable equilibrium. Wiebe and Ga&dly
imply that they were able to sample the aqueous phase at this point just within the clathrate stability field
(Fig. 39, before clathrate formed in their experimental vessel.

Thestable equilibrium values of aqueous G®olubility in the clathrate field are not obviously defined
by the experimental data considered so far, and they are not defined by our models. The plotted solubility
curves are expected to be refracted at the clathrate bounding curﬁggzas this non-stoichiometric
compound takes over the buffering role of &dissolved in the coexisting water. Four of the experimental
determinations of aqueous G6&blubility by Teng et al[27] are reported to have been made in the presence
of CO,-clathrate (two measurements at 4:85and two at 9.85C; Fig. 2). Teng et al[27] claim that
their measurements reflect stable equilibrium between water andi@@d at conditions within the
divariant clathrate stability field, in apparent contradiction to the Gibbs phase rule. Being well aware
of this contradiction, and having conducted time-resolved experiments, Teng2t]argue that high
diffusivity of CO, through the clathrate layer in their experimental apparatus allowed equilibrium with
water to be established, while diffusion oL@ into the CQ-liquid through the clathrate layer was
hindered by the large effective diameter of thgCHclusters. Unfortunately, their datum for 9. €5 at
6.44 MPa, which lies outside the clathrate stability field, contradicts th€ Hata of Wiebe and Gaddy
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Fig. 5. P-T diagram showing selected solubility isoplethsxgb,g between 0.25 and 4 mol%, calculated by the corrected
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[35,36] and hence, deviates from our fit significantly. The equilibrium significance of the remaining
three measurements of Teng et al. within the clathrate field therefore remains equivocal from our point
of view.

Several experimental studies have been made with the explicit aim of measuring aquesolBibty
in divariant equilibrium with CQ-clathrate undeP-T conditions deep within the clathrate stability
field [25,31,48,49,5]]as opposed to univariant conditions on the clathrate stability boundary. With the
exception of the apparently erroneous resul{$af (see discussion ifb2]), all these experiments show
that isobaric CQ solubility dramaticallydecreases with decreasing temperature, in marked contrast to
the dashed curves ifig. 5. These results confirm that the dashed curvdsigs. 5—7should indeed be
interpreted as metastable equilibria.

The metastable extensions of the solubility isopleths (dashed curt#gsird—6 are of little practical
use in applications of our model calculations to systems at full equilibrium. However, theHzO
system often exhibits considerable metastability in chemical and geochemical processes, and here th
description of the metastable equilibria become useful. For example, Wendland ] ataced the
Laq—Lco,—V curve down to 8C in a macroscopic system, whereas at complete equilibrium this phase
assemblage is stable only above 983Q; in Fig. 1). In microscopic systems, such as fluid inclusions in
minerals, the metastablgdLco,—V curve can be routinely observed downt@0°C[53]. Another case
of practical application is when electrolytes are present in addition tpa@ HO. Here the stability
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Fig. 6. T-xco,ag diagram showing selected solubility isobars between 0.5 and 100 MPa, calculated by the corrected model
(Eq. (10). Water is stable over the entire contoured area. Metastable isobars and phase boundaries within the clathrate stability
field are shown dashed. SEwgy. 1for definition of phase-boundary labels. Note the break in scale of-tivés between 44 and

80°C (curves in this temperature interval are schematic, not quantitative).
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80 MPa (curves in this pressure interval are schematic, not quantitative). The intersection of the high-temperature isotherms near
85 MPa is due to the change in slope of the solubility isopleths at high pressures, as viBiblesia

field of clathrate shrinks to lower temperatures as a function of electrolyte concentration. The dashed
curves inFigs. 5—7then serve as reference equilibria for the £8,0 binary at temperatures down to

the specific clathrate stability limit, from which G@olubilities in the C@-H,O-electrolyte system may

be calculated by means of salting-out parameters [264).

7. Conclusions

Our thermodynamic models of G&olubility in pure water differ from previous approaches in that
(1) a highly accurate EoR 3] is used to calculatgco, in the CQ-liquid and CQ-vapour phases, (2) an
improved Eo945] is used to calculate Henry’s law constants as a function of pressure and temperature,
and (3) an empirical correction is applied to the basic Henry’s law predictions for high pressures (high
solubilities). The corrected moddtq. (10) is statistically a better description of the accepted experi-
mental data than the basic Henry’s law model. The derived correction function yields an expression for
the temperature- and molality-dependence of the activity coefficient gf.6;QA\ppendix A).

The corrected model is available as a computer code on the webssitav.geo.unibe.ch/diamond
In addition to providing C@ solubilities, the code calculates the full set of thermodynamic properties
of the pure CQ and HO end-members, and of the G®earing aqueous solution between infinite
dilution and CQ-saturation, including activity coefficients, partial molar volume, absolute partial molar
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entropy, partial molar heat capacity, chemical potential, Henry’s law constant, bulk volume and bulk
density.

We have not evaluated the performance of the models at conditions outside th@+tipperits of the
evaluated experimental database. At low temperatures the models should be applied oy Trréggon
where agqueous solution is stable in dimsence of clathrate, as delimited by the Iceg=V, Cla—Ls—V
and Cla—lyLco, curves inFig. 5. Convenient polynomial functions describing £€blubilities along
the stability curves of clathrate and ice and along the-Lco,—V element are given bigs. (B.1)—(B.4)
(Appendix B). At the low-pressure limit, the corrected model yields results that match those obtained
using the model of Carroll et d13].

Our evaluation of reliability of the 25 available experimental studies resulted in rejection of 158 of the
520 data considered. Despite this 30% rejection rate, conflicts remain in the accepted set, and furthel
experiments, especially along or near thgdLco,—V curve and in the region of CGiquid stability are
required to resolve these. No data remain to constrain the models within the stability fielg-afl@@rate
and only a few data are presentfat- 50 MPa. In general, the predicted solubilities using the corrected
model representthe accepted experimental data to within 2% (1 standard deviation). This precision is close
to the inherent scatter in the accepted experimental data, of approximately 1.7% (1 standard deviation).

List of symbols

a empirical parameter of the equation of state for dissolved @6r g=?)

ajj polynomial coefficientsiq. (8)

b empirical parameter of the equation of state for dissolved @@r K%°g=1)
Cla solid CQ-clathrate-hydrate

fé’oz(P,T) fugacity of pure CQ at specified®—T conditions (MPa)
fao fugacity of pure HO (MPa)
Kncp. 1) Henry constant of C@in pure water at specifield-T conditions (MPa)

L liquid phase

LCEP lower critical end-point

P pressure (MPa)

Pco, partial pressure of CQMPa)

Piotal total pressure (MPa)

Puwatersat  pressure of liquid-water equilibrium of pure.@ (MPa)

Q quadruple point

r* empirical correction functionqg. (9)

ro relative error in CQ solubility associated with our basic modé&ld. (6)
R gas constant (8.31441 émiPa K-t mol~1)

t temperature°C)

T temperature: in equations in K, in texti@

\% COy,-rich vapour phase

w; weight assigned to datum

Xco,ag ~ concentration of dissolved Gn aqueous phase (mol%)
Xeorr. corrected C@solubility (Eg. (10) (mol%)

Xexper experimental C@solubility for a specific datum (mol%)

Xmodel CO, solubility (mol%) predicted according tq. (2)
y concentration of dissolved GGn CO,-rich phase (mol%)
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Greek letters

Yco,ag Unsymmetric activity coefficient of dissolved G@ aqueous phase (Henry’s law behaviour)
Yy activity coefficient of CQ in CO,-rich phase

J density of pure HO (g cnT?3)

o weighted standard deviation of the relative solubility errors

& empirical parameter of the equation of state for dissolved CO

Subscripts

aq agueous solution

lig liquid phase

vap vapour phase
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Appendix A

It is useful to convert the activity coefficient of aqueous G@m the mole-fraction scale, as used in
Eqg. (2)and in the above derivations, to the molal scElg. (12)gives the Henry’s law activity coefficient
of aqueous C@on a mole-fraction scaley:

__ *model

Y= =1+t (12)

Xcorr.

This form of the activity coefficient can be converted to the Henry's law molal scale by equating the
corresponding expressions for the chemical potential of dissolvedo@@he two scales:

1g(T) + RTIN(y) + RTIN(x) + RTIN(ky) = p) (T, P) + RTIN(m) + RTIN(y) (A.1)

and using the definition of the Henry constdqi(in MPa), at given pressuie(in MPa) and temperature
T (in K)

0 0
Hmp, Ty — Hgr)

nky = In 55508+ =T (A.2)
we obtain
IN(y4) + In(x) + In55.508 = In(m) + IN(y,,). (A.3)

Hereug(T) and M?,,( p.1) are the standard chemical potentials of G@the gaseous phase (pure perfect

gas at 0.1 MPa) and in the aqueous solution (infinite dilution at 1 mdl &fH,O solvent), respectively,
andx andm are the mole fraction and the molality of aqueous,CO
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Since
my = 55.508—2— (A.4)
1—x

we finally arrive at
Ny, =Nyg+In(1—x) =—=In(1+r*) +In(d — xp). (A.5)

For convenience of application, the polynomtal. (9)for r* is rearranged into the following equivalent
form to express the dependence of |non temperaturel(in K) and on the molality of aqueous G@t

CO,-saturation fn):
In 3, = (—0.099085+ 0.48977x 10737 — 0.962628x 10°°T?)m
+(0.218384— 1.024319x 10737 + 1.222992x 10°72)m? (A.6)

with the limits of validity being 271 K< 7 < 373K and 0<m < 2.5.

Appendix B

To facilitate application of the corrected model, the following polynomial expressions describe aqueous
CO, solubility as a function of temperature along four of the univariant phase boundaries shegrbin

(1) Solubility alongthe coexistence curve of aqueous lige@D,-rich liquid+CO,-rich vapour (labelled
Lag—Lco,~V in Fig. 1), including themetastable extension below @at 9.93°C:

XCOpag = 3.292396— 4.631694x 1072 4 6.782674x 10 42
—7.297968x 1075:° + 7.003483x 10784, (B.1)

wherexco,ag IS the solubility of aqgueous COn mol%, andt is temperature betweerrG and the
LCEP at 31.48C. This equation represents metastable, clathrate-supersaturated equilibrium between
0 and 9.93C. Note that thd>—T locus of the lag—Lco,—V curve for the C@-H,O binary is slightly
different from that of the ko,—V curve for pure CQ [10,13] However, theP-T differences are
insignificant in the present context, as they correspond to differences in aqueggsiGklity that
are smaller than the precision of our model.

(2) Solubility along the coexistence curve of &€lathrate-hydrate- aqueous liquid- CO,-rich vapour

(labelled Cla—lLV in Figs. 1 and 5-).
Xcoyag = 1.570415+ 7.887505x 1072¢ + 4.734722x 10732 + 4.56477x 1073
—3.796084x 107°1%, (B.2)
wherexco,(ag is the solubility of aqueous COn mol%, and is temperature iAC along the clathrate
stability boundary between1.48°C (Q, point) and 9.93C (Q; point).
(3) Solubility along the coexistence curve of &€lathrate-hydrate- aqueous liquidt CO,-rich liquid
(labelled Cla—kqLco, in Figs. 1 and 5-)
XcOyag = 8.912032— 1.955046 + 2.215544x 10 112 — 1.053749x 10723
+1.9241x 104, (B.3)
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wherexco,(ag is the solubility of agueous COn mol%, and is temperature iAC along the clathrate
stability boundary between the 9.93 (Q, point) and 16.6C (at 100 MPa).

(4) Solubility along the coexistence curve of ieaqueous liquid-vapour (labelled Ice—lV in Figs. 1
and 5-7.

Xcoyag = 4.557142x 1073 — 1.04304% — 3.906477x 10 %2, (B.4)

wherexco,(ag IS the solubility of aqueous COn mol%, and is temperature between0.125°C (at
0.1 MPa) and-1.48°C (Q, point).
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